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Abstract: This paper utilizes existing methodology to analyze the
contribution of agriculture as a proportion of GDP with time­series
data (1990 ­ 2021) for the Indian economy after the introduction of
economic reforms in 1991. The study focuses on changes in the
GDP shares of agriculture, manufacturing, and services, and
considers the implications of these changes for overall economic
performance. A decomposition of the total decline in the share of
agriculture in GDP suggests that the relative price effects which
have received the most attention in the literature were found to be
relatively minor influences. The decline in the price of agricultural
output relative to the price of manufactured output contributed
around ten percent of the measured decline in agriculture’s share
of GDP. The rise in the relative price of services contributed an
additional 18 percent. Changes in the economy’s stocks of capital
and labor and a possible bias against agriculture in technical change
were found to contribute over three­quarters of the total decline in
the share of agriculture in the Indian economy. The importance of
the capital and labor variables accounts for almost three­quarters
of the observed decline in the share of agriculture.

Supply­side influences such as capital accumulation and technical
change may be the most important determinants of the decline in
agriculture’s share of GDP in India. Demand­side factors operating
through relative commodity prices, seem to be much less important.
This conclusion has major implications for policies for economic
development and structural change and suggests a need for
reorientation of the literature on agriculture’s role in economic
development towards supply­side influences of factor accumulation
and technical change.

Keywords: Contribution to GDP, Economic Growth, Engel’s Law,
Cointegration, Augmented Dickey­Fuller.

JEL classification: Q01 ; Q16; C67.

Introduction

The transformation of agriculture from the dominant sector to a small sector
is a central feature of economic development and its causes and
consequences have received enormous attention in the literature. The
literature has identified several economic forces contributing to agriculture’s

A R T I C L E I N F O

Received: 22 November 2022

Revised: 29 December 2022

Accepted: 5 January 2023

Online: 30 January 2023

To cite this paper:

Jitendra Kumar Sinha and
Anurodh Kumar Sinha (2023).
Declining Contribution of
Agriculture in Indian
Economy in the Post Economic
Reforms Period. Asian Journal
of Economics and Finance.
5(1), 61-85.
https://DOI: 10.47509/
AJEF.2023.v05i01.04



62 Asian Journal of Economics and Finance. 2023, 5, 1

relative decline that include: (i) the effects that changes in income and
population levels have on the demand for food relative to other goods and
the effects of these demand shifts on relative commodity prices; (ii)
differences in the rates of technical change between sectors; (iii) changes
in aggregate supplies of capital and labor in the economy and their effects
on industry structure; and (iv) the implications that adjustment costs and
other impediments to factor movements have for the rates at which resource
allocation will respond to the above determinants of agriculture’s share.
While the causes of the decline in the agricultural sector are not generally
policy variables, most of them are subject to policy influence. Price policy
for the agricultural and industrial sectors appears to have a major impact
on the relative prices of these goods and, in developing countries at least
(Krueger, Schiff, and Valdes 1988), a negative effect on agricultural output.
Similarly, the level of the capital stock can be influenced by taxation and
investment policies while the size of the labor force can be influenced by
policies on immigration and fertility.

The rate of technical change, especially in agriculture, can be influenced
by policy toward research, extension, and education. Given the importance
of these policy issues, information on the structural parameters which
determine the effects of policy becomes a high priority. Two major
approaches have been used to analyze this process of structural change: (i)
cross­sectional econometric studies; and (ii) computable general
equilibrium (CGE) models.

Cross­sectional studies generally do not include an explicit role for
price variables and tend to be reduced­form in nature with the endogenous
price variables substituted out. By contrast, relative prices play an important
part in most analyses using CGE models. CGE models can provide many
insights into changes in the role of the agricultural sector, and have the
advantage of allowing virtually any degree of disaggregation. However,
they depend upon a large number of parameters for which few direct
empirical estimates are generally available unless a large­scale project
involving the estimation of these parameters is undertaken for the particular
country. A CGE model allows a higher degree of disaggregation than would
be achievable with direct estimation. However, the direct estimation may
be useful either as a complementary approach or as an alternative where
resources to construct a CGE model are not available.

In the quantitative component of this paper, we apply a three­sector
modeling technique to time series data for India, where the process of
structural change has been proceeding slowly. In contrast with most other
econometric studies of structural transformation and growth, the potential
role of price changes is emphasized in this study.
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A brief survey of the relevant literature is presented in section 2; the
scenario of Indian agriculture in section 3; economic reform and
unemployment in section 4; methodology is described in section 5; data
sources in section 6; results presented in section 7, and finally, conclusions
are discussed in the last section.

2. Agriculture in Economic Development

2.1. Low productivity and relative decline

Economic thought on the role of agriculture in economic development has
been dominated by two empirical observations. First, as economic growth
proceeds,’ agriculture declines in economic importance relative to
manufacturing and services. Second, at any stage of this growth process,
resources frequently appear to be less productive in agriculture than in
industry. The two phenomena are connected. Higher economic returns to
mobile factors of production in the industry than in agriculture (the
observed productivity difference) provide the economic incentive for their
movement out of agriculture during the growth process (the observed
secular decline of agriculture). Economic policies toward agriculture have
been influenced by the way these two phenomena have been interpreted.
The decline of agriculture relative to industry has been misinterpreted to
mean that industrialization causes economic growth, rather than being a
manifestation of it. The lower measured productivity of labor in agriculture
has also been misinterpreted to mean that forced reallocation of resources
from agriculture to industry will necessarily raise national income in the
short term and promote growth in the longer term ­ a conclusion that
ignores the economic forces responsible for the long­term persistence of
productivity differentials. We shall review the literature on these two
phenomena, in turn, taking agriculture’s productivity first, followed by its
relative decline.

2.2. Agriculture as a stagnant sector

Agriculture was earlier viewed as a backward and relatively stagnant sector
whose main contribution to economic growth was to fuel the dynamic
urban­based manufacturing and service sectors, particularly the former.
Agriculture was seen primarily as a potential supplier of the food, labor,
and savings needed to promote urban­led growth. This was the perspective
of the many studies prompted by Lewis (1954). Lewis himself had
mentioned the simultaneous role of agricultural and industrial
development but his emphasis was on the latter and this was even more
true of the influential dual economy models which followed, especially
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Pei and Ranis (1964). Lewis’s analysis of “surplus labor” in agriculture
reinforced this view: workers could be relocated from agriculture to
industry without loss of agricultural output. The source of Lewis’s supposed
surplus labor was not, as Jorgenson (1961) and Schultz (1964) assumed in
their criticisms of Lewis, zero marginal productivity of labor in agricultural
production, but the willingness of rural households to supply additional
labor at constant, but positive, supply price (Sen1966; Lewis 1972). The
impression remained that there was little to be lost from policies aimed at
draining the agricultural sector of resources that could be used more
productively elsewhere. The import substitution­led recommendations of
Prebisch (1950) and others also stressed the importance of manufacturing.
The development required the transfer of resources from stagnant
agriculture to dynamic manufacturing. Government policy should promote
this process by protecting manufacturing in the early stages of
industrialization. High tariff barriers against imported manufactured goods
were seen as an appropriate way of achieving this end.

2.3. Agriculture as a Declining Sector

The empirical fact of agriculture’s decline during economic growth is well
known. Demand­side factors are its best­understood causes. First, consider
a closed economy. As income rises per head of population, at given
commodity prices expenditure shifts towards services and manufactured
goods relative to food, the phenomenon known as Engel’s Law (Schultz
1953). If all sectors expanded output at the same rate, an excess supply of
food would result. The mechanism by which demand shifts affect industry
outputs is thus changing in relative commodity prices. This same
mechanism operates at a global level.

Low expenditure elasticities of demand for food relative to other traded
goods can be expected to result in declining international prices of food
relative to other traded goods over time (World Bank 1982). For an
individual trading country, this analysis changes, but only slightly. Forgiven
rates of domestic trade taxes and subsidies, international prices determine
the relative domestic prices of traded goods such as food and manufactures.
These relative traded goods’ prices are independent of domestic demand
conditions, but the level of these prices relative to those of non­traded goods,
such as services are affected by domestic demand for India. Services
typically have an expenditure elasticity of demand greater than unity
(Anderson 1988), implying that the aggregate of all other goods, i.e., traded
goods ­ has an expenditure elasticity below unity. This reasoning is thus
consistent with the observed decline of traded goods prices relative to non­
traded goods as economies develop (Kravis and Lipsey 1988; Falvey and
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Gemmell 1989). In summary, as incomes rise the demand­side forces will
lead to a decline in agricultural product prices relative to prices in general.
Falling agricultural prices relative to other goods will reduce agriculture’s
share of GDP in two ways. First, provided GDP is measured at current
prices, even if industry output levels were constant, agriculture’s measured
share of GDP would fall. Second, the role of agriculture was emphasized
in the simultaneous development of agriculture and industry. Johnston
and Mellor listed five roles for agriculture in the development process:

1. increase the supply of food for domestic consumption;

2. release labor required for the industrial sector;

3. increase the size of the market for domestic manufactured goods;

4. release domestic savings for investment in the industry; and

5. earn foreign exchange.

As Myint (1975) pointed out, the domestic interdependence stressed
by the first four roles reflects a closed economy perspective. Only the fifth,
foreign exchange earnings, reflects the role of international trade. This in
turn reflects the influence of the Indian model – in which the domestic
economy is so great as to minimize the relative importance of foreign trade.
The “ Green Revolution” experiences of the late 1960s onwards it has no
longer been possible to characterize agriculture as being inherently
stagnant. Experience has shown that when profitable opportunities exist,
even illiterate farmers will innovate, confirming the earlier thesis of Schultz
(1964). The importance of public investment in agricultural technology and
infrastructure has now been recognized in the economic development
literature and although urban bias remains a central characteristic of the
policies of most low countries. Despite this, the view persists in popular
thinking that agriculture is an inherent backward corner of the economy
whose main role in development is as a reservoir of underemployed
resources usable for urban­based development. Reynolds (1975)
distinguishes between static and dynamic interpretations of agriculture as
a ‘resource reservoir’. The ‘static view coincides with the simple dual
economy models described above.

It is through appropriate public policies that a stagnant agricultural
sector may be squeezed of resources ­ food, labor, and savings without
significant cost in terms of agricultural output but with substantial benefit
in terms of industrial output. The dynamic view, which roughly
characterizes the present state of thought, is that in an economy where
agricultural output is rising as a consequence of technical change and
investment, part of the increment in farm output and income is available
for transfer to non­agriculture (Reynolds1975) response to the relative price
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changes, resources will move away from agriculture towards other sectors
where the returns are greater.

Differences in rates of technical change between sectors will also
contribute to changes in the composition of GDP. If, as is widely thought,
the rate of technical change is relatively slow in agriculture for developing
countries (Chenery and Syrquin 1986), then this would directly contribute
to a decline in the share of agriculture in the economy. Another possible
influence on the size of the agricultural sector is changing in the total supply
of labor and capital in the economy. If the factor intensities of the agricultural
sector and other sectors differ, then Rybczynski’s theorem (Rybczynski 1955)
would lead us to expect that changes in factor supplies will induce changes
in the output mix. In particular, if agriculture is more labor­intensive than
the rest of the economy, then capital accumulation will cause agriculture’s
output to fall absolutely.

3. Scenario of Indian Agriculture in Economy

Since the time of Independence, the agriculture sector has been the major
contributor to the country’s GDP. Agriculture and other related activities
had a share of 59% of the country’s total GDP in 1950­51, which declined to
21.8% in 2020­21, a decline of around 37% in seventy years­ 24% during
1950­51 to 1990­91 and 13% during 1990­91 to 2020­21. But occupational
dependency on agriculture was merely 27% with a break­up of 5% and
21% during the corresponding sub­periods. Even with a constant drop in
the agriculture sector, it is still one of the most crucial sectors in the Indian
Economy as it has engaged nearly half of the total population. The relative
share of the contribution of the three major sectors of the economy to the
GDP and the percentage of occupational dependency on these sectors are
indicated in the Table below:

1950­51 1990­91 2020­21

% Occu­ Sector % Occu­ % Share % Occu­ % Share
pation pation in GDP pation in GDP

Agriculture & Allied 72.1 59.0 66.8 34.9 45.5 21.8
Manufacturing 10.7 13.0 12.7 24.6 23.7 24.3
Services 17.2 28.0 20.5 40.5 30.8 53.9

Indian Agriculture is important for the industrial sector and trading
purposes both internally and externally. Agro­products such as tea, coffee,
sugar, cashew nuts, spices, etc., which are edible and textile products such
as jute, cotton, and others contribute 50% and 20% respectively to the total
export of the total country. These add up to around 70% of the country’s
total export and help the country in earning foreign exchange.
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The Indian economy is an agro­economy and depends highly on the
agricultural sector. Despite just supporting the Indian Economy, the
agricultural sector also supports the industrial sector and international trade
in imports and exports. Although the contribution of the Agricultural Sector
to the Indian Economy is reducing, it is the sector with the most number of
people working in it around the country. India’s planning prospects are
also heavily reliant on the agriculture sector. A good harvest always offers
momentum to the country’s projected economic growth by improving the
business climate for the transportation system, manufacturing sectors,
internal commerce, and so on. A successful harvest also means that the
government will have enough money to cover its budgeted expenditures.
Similarly, a bad harvest causes a total depression in the country’s business,
which eventually leads to a collapse of economic planning. Thus, in a
country like India, the agricultural sector plays a critical role, and the Indian
economy’s prosperity is still heavily reliant on it. As a result, it is clear that
agricultural growth is a necessary precondition for sectoral diversity and
economic development

4. Economic Reform & Unemployment in India

India was facing the challenge of unemployment which is attributed to the
negative development of economic activities; the substitution of labor for
capital; and an increase in workforce supply as early as the 1980s when it
was operating under a ‘one­sector growth model. India took initiative in
the 1990s in the form of Economic Reforms that characterized pro­market
orientation that includes the followings: (i) fiscal policy reforms, aimed at
rationalization of the tax structure, and reduction of subsidies & fiscal
deficit; (ii) financial sector reforms that included liberalization of interest
rates, relaxation of controls on capital issues, freer entry for domestic and
private foreign banks, and opening up of insurance sector; (iii) liberalization
of industrial policies and abolition of industrial licenses; (iv) reforms in
foreign trade and investment, liberalizing foreign trade in goods, services,
and technology, eliminating import licensing, reducing non­tariff barriers
ad liberalizing foreign direct and portfolio investment; (v) infrastructure
sector reforms, encouraging private investment in infrastructure and
telecommunication; and (vi) reforms in agriculture, relating mainly to both
internal and external trade in agricultural commodities. Thus, the thrust
of the reforms had been to open the Indian market to international
competition, reduce government control, encourage private investment &
participation, liberalize access to foreign capital and attract foreign capital.
These reforms were aimed to curb the problem of capital inadequacy in
the country for the stagnant growth, but the implication of these policies
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lagged behind the economic and employment growth leading to more
unemployment, which economists are more concerned to portray the recent
experience of one of the jobless growth (Padder, 2018). Michael, Emeka, &
Emmanuel (2016) provides results regarding Granger causality between
economic growth and unemployment in Nigeria. However, it has been
found that the unidirectional relationship between unemployment and
economic growth with causality runs from the real gross domestic product
(RGDP) to unemployment. Rosin & Rosin (2014) examined that
unemployment and economic growth have strong negative relations in
the U.S.A over the period 1977­2011.

5. Methodology

The major determinants of the size of the agricultural sector identified in
Section 2 were: output prices, factor endowments, and technical change.
The approach used in this study is based on time series data for the Indian
economy. Time series data are required to capture the dynamics of
adjustment resulting from factors such as adjustment costs, information,
and implementation lags. Since the major focus of interest is in the long­
run structural parameters, an approach that readily allows these
parameters to be estimated was required. The development of the
methodology for the study required consideration of both the long­run
structure and the dynamic specifications and behavioral properties of
the data.

5.1. Long­run structure

The analysis considers three major sectors ­ agriculture, manufacturing,
and services; utilizing capital, labor, and a changing level of technical
knowledge. This technology can be characterized by the implicit function:

H (A, M, S, K, L, T) = 0 (1)

where: A is agricultural output; M is manufacturing output; S is services
output; K is the capital input; L is the labor input, and T is an index of
technology. Given the focus of interest in this study, the sectoral output
variables must be treated as endogenous. By contrast, the input variables
can be treated as exogenous to the economy, or at least predetermined for
statistical purposes.

5.2. Dynamics

The system of transformed dynamic equations used in the analysis can be
derived from a general reduced­form equation system:

Y
t 
= Y

t­i
 Ci + X

t­i
D

i
+ U

t
(2)
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where: Y
t
 is a vector of endogenous variables; X
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The matrix of long­run coefficients can then be obtained directly by

estimating the following system of equations:
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Because current endogenous variables appear on the right­hand side
of the equation system (3), a simultaneous equation estimator such as Three­
Stage Least Squares (3SLS) or Full InformationMaximum Likelihood (FIML)
is required. Direct estimation of the long­run parameters in this way has
two major advantages. Firstly, the fact that it provides direct estimates of
both the long­run coefficients and their standard errors is substantially
more convenient than solving for these values after estimation. Secondly,
it becomes straightforward to impose and test the restrictions implied by
economic theory (particularly homogeneity and symmetry) on the long­
run estimates. The estimation method used is a relatively simple, linear­
in­variables and linear­in­coefficients approach to the estimation of the
long­run coefficients, together with the dynamics of interest. The
simultaneous estimation of the long­run coefficients and the dynamics
should help to improve the quality of the long­run estimates, by overcoming
omitted variable bias. Since the dynamic specification can be interpreted
in terms of adjustment costs and lags, it has an economic interpretation, as
well as plays an important statistical function by improving the specification
of the model.

6. Data Sources

Primary and secondary data sources were used in this analysis. Data
available from the MoSPI, and other relevant Government Departments
were used for the basic primary data while relevant research documents
were utilized to gather necessary secondary data for the period 1990 ­2021.
Obtaining the variables used in the econometric analysis required some
transformation of the available data. For each sector identified in the data
set, an implicit price deflator was calculated by dividing the current price
estimate of the value of output (in value­added terms to avoid double
counting) by the constant price estimate of output. The capital stock variable
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in the analysis was estimated using the Summers and Heston data series
on investment at constant prices beginning in 1980. A capital stock series
was first calculated using the recursive relationship:

K
t
 = (l­h).K

t­1
+ I

t
(4)

where: K
t
 is the capital stock at the end of each period, h is the depreciation

rate and I
t
 is a constant­price measure of the quantity of investment in

each period. A value of 0.03 was chosen for h based on estimates. Sensitivity
analysis of the responsiveness of the results to this estimate was undertaken
over a range from 0.035 to 0.06, but the results were not found to be sensitive
to this parameter over this range. Estimating the capital stock series using
equation (4) requires an estimate of the unknown opening capital stock in
the initial period. The estimate was obtained by first regressing the log of
investment against time for the period 1980­90 to obtain an average growth
rate and a trend value for investment in1979, designated Io. Assuming the
capital stock was in steady­state equilibrium at that time allowed the
opening capital stock to be estimated as:

K
o
 = Io/(g + h) (5)

where K
o 

is the opening capital stock in 1980; g is the estimated growth
rate of real investment (and also of capital in the steady­state), and h is the
rate of depreciation. Since the capital stock series was estimated recursively
over the entire period from 1980, any errors resulting from misestimation
of the initial period capital stock would be unlikely to be very important.

7. Results & Discussion

Econometric results obtained using time series data appear to be influenced
by the time­series behavior of the data as well as the nature of the
relationship between the variables of interest. Thus, both the data and the
individual equations were examined before the analysis of the system.

7.1. Behavior of the Data

The Indian economy grew relatively slowly over the period, with an average
growth rate of real GDP of 4.9 percent, and hence the pressures for structural
change would be expected to be relatively intense in the economy. The
discussion in the literature on structural transformation has identified three
major sectors whose behavior needs to be considered: agriculture;
manufacturing; and services. The shares of agriculture, manufacturing,
services, and mining in the Indian economy indicate the decline in the share
of the agricultural sector, from over 34 percent in 1990 to around 20 percent
in 2021. On average, the share of the agricultural sector declined by almost
0.5 percent per year. By contrast, the share of the services sector grew from
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28 percent to around 53 percent, an average increase of 0.9 percent per year.
The manufacturing share has risen, from a relatively small base to 0.01 percent
per year. The share of the mining sector has remained relatively small
throughout the period. Changes in the volume of output, are considerably
less volatile than the corresponding value measures and their behavior
appears to be dominated by relatively steady trends. The average rate of
growth of output in the manufacturing sector, at 0.5 percent per year, while
services output grew at 2.3 percent. Agricultural output grew at an average
rate of 0.4 percent per year. Over the period as a whole, total prices of
agricultural and manufactured goods trended down, while the price of
services appears to have trended up. On average, the agricultural price index
fell 0.4 percent per year relative to the manufacturing price index. By contrast,
the price index for services rose by an average of 0.6 percent per year relative
to the price of manufactures. In contrast with the price indexes, the indexes
of the capital stock and population have increased relatively smoothly. The
estimated real capital stock grew considerably faster than the rate of growth
of the population, with the capital stock growing at an average rate of 0.4
percent per year while the population grew at 1.6 percent. All of the series
trended up or down for sustained periods. For some of the series, such as
population and capital stock, these trends were not subject to major changes
while for others, the trend varied markedly. The price series, in particular,
did not appear to trend smoothly but rather appeared to ‘drift’, with persistent
deviations from any underlying trend level of prices. This behavior can have
major implications for inferences based on econometric analysis and hence
requires further consideration.

For a time series variable to drift’ in its level form, but to have a constant
mean when differenced once implies that an autoregression of the current
value of the series on its lagged value has a unit coefficient. The simplest
model to which this applies is the random walk model:

Z
t
 = l.Z

t­1
 + e

t
(6)

where: Z
t
 is a time series variable and e

t
 is a random error term.

The Dickey­Fuller test for which critical values are provided in Fuller
(1976) provides a relatively simple and straightforward test for integration
based on a regression in the form of an equation (6). For convenience, Z

t­l

may also be subtracted from both sides of (6) making the test statistic the
usual t value of the coefficient b on Z

t­1
 in the regression:

(Z
t
 – Z

t­1
) =b.Z

t­1
+e

t
(7)

For higher­order time series processes, this estimating equation may
be augmented with additional lagged differences of Z

t
 to obtain

uncorrelated residuals.
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Assessing whether two or more non­stationary time series variables
are co­integrated involves analyzing whether the residuals from the
cointegrating regressions are stationary. The Durbin­Watson statistic for
the co­integrating regression provides one possible indication of non­
stationary. Very low values of the Durbin­Watson statistic, as in the case of
spurious’ regression are an indication that the data series are not co­
integrated. Engle and Granger (1987) suggest applying the Augmented
Dickey­Fuller test to the residuals of the co­integrating equation. The
methodology adopted in this paper involved first testing the integration
properties of the individual series used in the analysis. If all or most of the
series were found to be integrated, then attention would be focused on the
co­integration properties of the estimating regressions. If the dependent
variables, but not the regressors, were found to be integrated, then attention
is given to transforming the regressands to achieve non­stationary. If all
variables were found to be non­stationary, then standard regression theory
would be applicable. The transformed regression model used is appropriate
both for regressions on stationary data and for co­integrating regressions
on non­stationary data and so only the interpretation of the results is
affected in these cases. The results of the Dickey­Fuller and Augmented
Dickey­Fuller tests for the variables appearing in the analysis are presented
in Table1.

Table 1: Dickey­Fuller and Augmented Dickey­Fuller tests for variables
used in the analysis

DF ADF Interpretation

LPA ­0.22 0.03
(­1.55) (0.20)

LPS ­0.10 0.07 Integrated

(­0.93) (0.79)

LCAP ­0.02 ­0.02 Not integrated
(­4.4) (­4.6)

LLAB ­0.02 ­0.02 Not integrated

(­14.3) (­14.9)
SA ­0.008 0.04 Integrated

(­0.12) (0.79)

SS 0.01 0.11 Integrated
(0.13) (1.4)

Note: LPA = Log of the price of agricultural output deflated by the price of manufactures;
LPS =Log of the price of services deflated by the price of manufactures; LCAP=
Log of the beginning of period capital stock; LLAB= Log of the population; SA =
Value share of agriculture in non­mining GDP; SS= Share of services in non­mining
GDP.
Critical values: DF Test: ­3.0 at 5percent., ­2.63 at 10 percent; ADF Test approximately
­2.8.
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The  results  presented  in  Table  1  are  generally  consistent with  the
impression created by inspection of the data that most of the data series
‘drift’, with shocks to  the series affecting all of their  future values. The
share  variables which  form  the  dependent  variables  in  the  translog
estimating  equations  each  appear  to  have  a  root  close  to  unity. While
deflating the prices of agricultural and service sector output by the price
of manufactured output removes the common nominal  trends,  it  is not
sufficient to make the resulting series stationary. Thus, the price series, as
well as the dependent variables, appear to be non­stationary in this case.

The formal hypothesis of a unit root is decisively rejected for both the
capital and labor variables. This could present problems given the apparent
non­stationary  of  the  dependent  variables  since  a  stable  long­run
relationship cannot exist between a stationary and a nonstationary variable
(Engle and Granger 1987). In this case, however, the problem may lie more
with the nature of the formal test than with the behavior of the time series.
By the nature of these series, a shock in one period persists for a very long
time. This is consistent with the very small estimated coefficients obtained
in the test. In practice, it seems likely that these variables will behave like
integrated  series. The  relationship  between  the  variables was  therefore
investigated using the procedures discussed in Section 2. With the economy
divided into three sectors, there are only two independent share equations
to  be  estimated.  The  two  equations  estimated  in  this  study were  the
agriculture and the services equations. Two sets of single­equation estimates
of the relevant equations are presented in Table 2. The first pair of equations
was estimated by ordinary least squares (OLS), while the second group of
three was estimated using a two­stage  least squares estimator. The OLS
equations allow initial exploration of  the properties of  the relationship
between  the  variables  and  enable  diagnostic  tests  on  the  regression
residuals to be performed to ensure that the major underlying assumptions
of  the  regression  approach  are  not  violated.  The OLS  estimates  are  of
particular interest given the non­stationary nature of the variables being
analyzed. They allow simple tests for  the existence of a stable long­run
relationship between the variables (i.e. whether they are co­integrated) to
be performed. Further, if such a stable long­run relationship is found to
exist, the estimators are known to converge relatively rapidly and hence
the OLS estimates may provide a reasonably good indication of the long­
run relationship despite the omission of relevant dynamic variables. The
OLS regression for the share of agriculture in total output (SA) presented
in  Table  2  yields  coefficient  estimates whose  signs  are  consistent with
expectations. As expected, the price of agricultural output has a positive
impact on the value share of agriculture in non­mining output. Similarly,
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the  price  of  services  hurts  agriculture’s  share.  Consistent with  the
Rybczynski effect an increase in the stock of capital has a large negative
effect on agriculture’s share. Also as expected, an increase in the supply of
labor would be expected to raise the share of agriculture in the economy.
The coefficient on the time trend variable used as a proxy for the effects of
technical change is negative, consistent with the relatively slow technical
change in agriculture, although this coefficient is not statistically significant.

The  coefficient  in  the  SS  equation  is  also  of  interest.  The positive
coefficient on LPS and the negative coefficient on LPA are as expected.
However, the positive coefficient on the capital variable, and the negative
coefficient on the labor variable, are somewhat surprising. In terms of the
Rybczynski effect, these results would be consistent with the service sector
being  relatively  capital­intensive.  This  result may,  however,  not  be
unreasonable  given  the  inclusion  of  some  relatively  capital­intensive
industries  in  this  aggregate. With  subsectors  such  as  electricity  and
transport infrastructure included in this sector, and the relatively heavy
capital investment required for industries such as tourism, these results
may well be reasonable. Technological change in services appears to occur
at a similar rate to the weighted average of manufacturing.

A range of diagnostic tests was performed on the residuals of the OLS
regressions, and the result of some of the major tests performed are reported
in Table 2. None of these test results provide statistical grounds to question
the adequacy of the model. Even though an indication of auto­correlation
due to omitted dynamics would be acceptable, and even expected, given
the simple, static nature of the specification, the test results provide virtually
no indication of residual auto­correlation. The RESET tests for functional
form and  the Breusch­Pagan  test  for heteroscedasticity are particularly
important since the problems would not be alleviated by the inclusion of
additional dynamics. Neither of these tests provides cause for concern.

Table 2 Single equation estimates of the translog share equationsa

Parameter OLS 2SLSb

SA SS SA SS SAc

Constant ­3.9 5.54 5.10 5.24 ­2.15
(­1.11) (­1.57) (­1.08) (1.07) (­1.00)

LPA 0.20 ­0.20 0.21 ­0.22 0.22
(11.6) (­11.6) (9.56) (9.60) (11.1)

LPS ­0.17 0.29 0.17 0.21 ­0.18
(­3.20) (5.40) (­3.09) (5.06) (­3.47)

LCAP ­0.20 0.21 0.23 0.22 ­0.19
(­2.6) (2.65) (­2.47) (2.24) (­2.66)

LLAB 0.62 0.69 0.76 ­0.68 0.43
(1.49) (­1.69) (1.40) (­1.21) (1.57)
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T 0.003 0.001 0.004 ­0.0004
(­0.78) (0.22) (­0.70) (­0.07)

R2 0.98 0.96 0.98 0.96 0.98
DW 2.21 1.69
Diagnostics
Bera­Jarque 1.14 5.58
RESET(2) 4.31 0.39
B.P. Hetero 0.69 0.43
LM
­1 ­0.67 0.75
­2 0.59 0.41
DF ­1.13 ­0.85

(­5.46) (­4.13)
ADF ­1.03 ­0.80

(­3.12) (­2.83)

a Figures in parentheses are t­statistics.
blnstruments list for 2SLS; LPS; LCAP; LLAB; LPA

t­l
; T; LKA

t­l
; LKS

t­1
; LCAP; LLAB

t­1
 where

LKA
t­l
 is the quantity of output in period t­1 and LKS is the corresponding quantity variable

for services. All other variables are as defined in Table 1.
cExc1uding  the time  trend variable.
dDW is  the Durbin­Watson statistic. The Bera­Jarque test  for  the normality of  residuals  is
distributed as a Chi­Squared with 2 df (Critical value at 5 percent = 5.99). The RESET(2) test
is distributed as F(l, 19), with a critical value of 8.18 at the 5 percent significance level. The
Breusch­Pagan  test  for  heteroscedasticity  is distributed as  a Chi­Squared with 1 df and a
critical value of 3.84 at  a 5 percent significance  level. The LM t­statistics  test  for residual
autocorrelation at each order of lag. The critical value for the D.F test for co­integration is
­3.0 at 5 percent.

The final two tests in Table 2 are the Dickey­Fuller (DF)and Augmented
Dickey­Fuller (ADF) tests for cointegration. When applied to the residuals
of a potentially co­integrating regression, these tests indicate whether a
stable  long  relationship  exists  between  variables  that were  themselves
nonstationary. In this case, both the DF test and the ADF test led to the
conclusion that there is a co­integration between the shares of agriculture
and  services,  and  the explanatory  variables hypothesized  to determine
them. One concern with the use of OLS to estimate the relationships of
interest  is  the  use  of  the  current  price  of  agricultural  output  as  an
explanatory variable. Given the production lags in agriculture, many major
management decisions such as land preparation and planting must be made
based  on  expectations  about  future  agricultural  prices,  rather  than
knowledge of actual prices. As is the case when decisions are based on
expected rather than actual output (Martin 1984), this leads to an errors­
in­variables problem. The variable observed actual output price  can be
viewed as a proxy variable for the relevant variable, the expectation about
price held at time t­1. Such an errors­in­variables problem can be expected
to  lead  to  a  downward bias  in  the  estimated  coefficient. A  relatively
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straightforward approach to dealing with errors in­various problems is to
replace the variable observed with an error with an instrument correlated
with  the  relevant  unmeasured  variable,  but  uncorrelated  with  the
measurement error. In this case, since the relevant expectation is formed at
time t­1, it seems appropriate to replace the actual agricultural price variable
with an instrumental variable formed using information available in time t­
1. In the estimation of the 2SlS estimates reported in Table 2, the actual value
of LPA was replaced by an instrument formed using the lagged price and
quantity variables, and the relatively predictable capital and labor variables.
A Wu­Hausman homogeneity  test  for  statistically  significant differences
between the OLS and 2SLSestimators was performed by augmenting the
OLS equation with the residuals from the first stage regression of the 2SLS
procedure. This variable was significant at  the 10 percent  level in the SA
equation and the 5 percent level in the SS equation. As can be seen from
Table 2 the coefficients in the 2SLSequations are, in most cases, very similar
to those in the OLS equations. However, the coefficient on LPA is noticeably
larger in the 2SLS equations. The coefficients on both the labor and capital
variables also increase in absolute value in the agricultural share equation.
Further  examination  of  the  results  in Table  2,  however,  reveals  a major
concern with their economic interpretation. Some of the key elasticities of
output concerning price do not satisfy the requirements of economic theory
at all points in the sample. To illustrate this problem, the estimated elasticities
of agricultural output concerning price obtained from the 2SLS equations
are presented in Table 3 for selected points in the sample.

Table 3 Elasticities of agricultural output concerning price

Year Agriculture Services Manufacturing

A.   From equation including  technical change bias
1990 ­0.06 0.03 0.03
1995 ­0.05 0.02 0.03
2000 0.03 ­0.04 0.01
2005 0.00 0.05 ­0.05
2010 0.07 0.01 0.03
2015 0.05 0.02 0.01
2021 0.40 0.38 ­0.02
Sample mean 0.01 0.04 0.03

B. From equation excluding bias of  technical change

1990 ­0.04 0.01 0.03
1995 0.03 ­0.01 0.04
2000 0.06 ­0.09 0.03
2005 0.03 ­0.09 0.06
2010 0.09 ­0.15 0.06
2015 0.36 ­0.20 0.05
2021 0.48 ­0.46 0.02
Sample mean 0.04 0.09 0.05
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A necessary condition for a translog profit or revenue function to be
consistent with economic theory  is that it be convex concerning output
prices. A necessary (but not sufficient) condition for convexity relevant in
a single equation context  is that  the elasticities of output concerning its
price be positive. As can be seen from Table 3, this condition is not satisfied
at all points in the sample and is only marginally satisfied at the sample
means. It was thought likely that the low estimated elasticity of agricultural
output concerning its price may have been due to the use of the less efficient
single­equation approach to estimation.

Accordingly, the two independent share equations in the system were
next estimated as an interdependent static system. Finally, the system was
estimated when augmented with first­order dynamics to account for the
major adjustment costs and delays in structural transformation. The results
obtained from the estimation of these two­equation systems are presented
in Table 4.

Table 4: Estimates of the static and dynamic systems subject to the
symmetry constraint

Parameter SA SS SA SS

Constant ­4.03 5.65 ­8.18 14.06
(­1.15) (1.62) (­2.04) (3.05)

LPA 0.20 ­0.20 0.185 ­0.18
(11.8) (­12.02) (10.4) (­9.02)

LPS ­0.20 0.31 ­0.18 0.27
(­12.0) (9.56) (­9.0) (5.14)

LCAP ­0.21 0.21 ­0.25 0.29
(­2.8) (2.82) (­3.82) (3.68)

LLAB 0.64 ­0.72 1.09 ­1.63
(1.55) (­1.76) (2.40) (3.17)

T ­0.003 0.006 ­0.01 0.02
(­0.70) (0.13) (­1.59) (2.19)

DLPAa ­0.07 0.06
(­2.20) (1.56)

OLPS 0.17 ­0.08
(!.51) (­0.57)

OLCAP ­0.04 0.06
(­0.27) (0.32)

OLLAB ­1.31 4.73
(­0.84) (2.62)

OSA ­0.22 ­0.26
(­0.36) (­0.36)

DSS ­0.63 ­0.18
(­0.78) (­0.19)

The prefix D designates the first difference of the relevant variable.
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The systems of interdependent equations reported in Table 4 were first
estimated without restricting that the matrix of the coefficient on the output
prices is symmetric to allow testing of this hypothesis. The unrestricted
estimates of the cross­price effects were similar in magnitude and the Wald
Chi­squared statistic (with 1 degree of freedom) for this restriction was
only 0.6 in the static model and 0.1 in the dynamic model. Thus, the
restriction was imposed in estimating the systems reported in Table 4.

Unfortunately, the systems approach to estimation did not appear to
overcome the problems identified in the original single­equation estimates.
In general, the results from the estimation of the static Seemingly­Unrelated­
Regression were similar to those obtained using the single equation
approaches. One unexpected consequence of the estimation of the system,
however, was a decline in the estimated own­price coefficient in the share
equation for agriculture.

The results of the general first­order dynamic model presented in table
5 were of particular interest given the failure of the static system to satisfy
the convexity condition. As was discussed in Section 3, estimation of the
dynamic system leads to coefficients on the current explanatory variables
which can be interpreted as long­run coefficients. Given this, it was expected
that the coefficients obtained in this model would be larger in absolute
value than those obtained using the static model. Unfortunately, as is
evident from the coefficients in Table 4, this was not the case for the price
coefficients. The failure of the systems estimates to satisfy the convexity
condition at prices is unfortunate since it leaves us unable to satisfactorily
achieve one of our major objectives in this paper to measure the extent to
which adjustment costs are reflected till the dynamic model reduces the
level of GDP and hence create the impression that efficiency gains would
be attainable by transferring resources out of agriculture. Any such gains
would, of course, be illusory since adjustment costs are as real as any other
costs and should be taken into account in the efficient allocation of resources
over time. Given the desirability of obtaining estimates of the complete
GDP function, considerable effort was devoted to understanding the reason
for its failure and to identifying alternative specifications which might better
represent behavior. One potential concern with the use of the dynamic
translog model is the somewhat ad hoc nature of the economic basis for the
adjustment process. Quadratic adjustment costs of the type underlying ECM
models Nickell (1985) or the dynamic model used in this study, have a
clear interpretation for adjustment of quantities but their meaning is less
clear for adjustment of shares. To examine whether this somewhat ad hoc
dynamic specification caused the observed problems, a direct log­linear
specification based on the solution of the first­order conditions for profit
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maximization subject to equation (1) was investigated. Following Fisher
(1979), the theoretical restrictions of homogeneity and symmetry were
tested and imposed and, in addition, the convexity of the matrix of output
price elasticities was imposed at the sample means using the decomposition
suggested by Lau (1978). Unfortunately, these specifications also failed to
provide satisfactory statistical estimates.

The failure of the estimated models to satisfy the restrictions imposed
by economic theory might be due to several factors. As Peterson (1979) has
observed, estimation of price elasticity from time­series data rarely leads
to estimates of the own­price elasticity for agricultural output above 0.15,
while he obtained estimates ranging from 1.25 to 1.66 using cross­sectional
data. In this context, the difficulties experienced in the use of the aggregate
systems approach in this study are symptomatic of the generally
problematic process of obtaining aggregate long­run price elasticities from
time­series data.

Given the failure of the systems estimators to satisfy the convexity
condition, further attention was given to the single equation 2SLS estimates
which at least satisfy the necessary condition of a positive own­price
elasticity at the sample mean and at most points in the sample. These
equations allow a simple decomposition of changes in the share of
agriculture in the economy in response to the major determinants identified
in the literature: changes in relative prices, changes in relative factor
endowments, and biases in technical change. The results of two such
decompositions are presented in Table 5.

Table 5: Sources of change in the share of agriculture in GDP

Contribution

Including Tech. biasa ExcludingTech. biasb

Contributions of

DLPA 10 10

DLPS 17 18

Total price effect 27 28

DLCAP –221 –122

DLLAB 24 72

Total factor effect 49 –

Technology Total 100 100

aFrom equation including T in column 3 of Table 2.
bFrom equation excluding T in column 5 of Table 2.

The first column of Table 5 is based on the result of the complete static
2SLS equation including the relative price variables (LPA and LPS), the
relative factor endowments (LCAP and LLAB), and a time trend as a proxy
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for technological advance. Because the time trend is not statistically
significant, the second set of estimates is presented based on the 2SLS
equation with this variable set to zero.

From the results in the first column of Table 5, all three of the
hypothesized factors have an important influence on the share of agriculture
in GDP. The average decline in the share of agriculture in the economy was
just under 0.9 percent per year over the sample period. Based on the estimates
from the full equation, approximately10 percent of this decline was due to
the measured fall in the price of agricultural output relative to the price of
manufactured output. Another 17 percent was due to the increase in the
relative price of services. Given the very low output price elasticity implied
by this equation, these relative price effects are largely due to valuation effects
rather than output effects. If the output price elasticity were higher, the effects
of price on the value shares would be higher, although this effect would not
be greatly affected by its price elasticity in the 0.15 range which Peterson
(1979) argues is typical for time series regression. From both sets of results
presented in Table 5, the observed changes in the capital and labor
endowments would each, alone, have had an enormous effect on the share
of agriculture. In the model including the technological change proxy, the
net effect of the relatively rapid increase in the stock of capital relative to
labor was estimated to have caused 24 percent of the observed reduction in
the share of agriculture. This effect is consistent with the predictions of the
Rybczoski theorem which predicts that other things being equal, both the
share of and the absolute size of, the labor­intensive sector will decline when
the stock of capital is increased.

Using the equation excluding the statistically insignificant time trend,
the contribution of the price effects changes very little. While the own­
price elasticity rises slightly, this effect is insufficient to greatly change the
measured contribution of relative price changes to the share of output. In
the absence of a separate variable for bias in technical change, the variables
representing the Rybczynski effect assume much greater importance. Using
this equation, the rapid accumulation of capital relative to labor accounts
for 72 percent of the estimated decline in agriculture’s share.

Given the apparent importance of changes in factor proportions for
the structure of the economy, and the marked variations in the rate of capital
accumulation by the level of economic development noted by Dowrick
and Gemmell (1989), the effect of this phenomenon on the structure of the
economy would appear to warrant greater attention in future studies of
economic transformation.

The coefficient on the time trend variable used to proxy the possible
bias of technical change in agriculture relative to the rest of the economy
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presents particular difficulties. While this variable is statistically insignificant,
there is widely believed to be such a bias in technical change at least in the
poorer countries (Dowrick and Gemmell 1989). Further, the lack of
significance of this variable may be more indicative of multicollinearity
between this and other trending variables than of a lack of bias. If this is the
case, then the exclusion of this relevant explanatory variable may result in
bias in other coefficient estimates. When the measure for the potential bias
of technical change is included, this effect is an important contributing factor
to the overall decline in the share of agriculture in the economy. This factor
alone contributes an estimated 49 percent of the reduction in agriculture’s
share. Despite its apparent statistical insignificance, this variable is the
potential of very great economic importance.

8. Conclusions

Four fundamental determinants of the ubiquitous decline have been
identified in the role of agriculture as economies develop:

1. demand­side influences that lower the price of food relative to prices
of all other goods;

2. demand/supply forces that raise the price of non­traded goods
relative to all traded goods;

3. changes in factor endowments which can be expected to cause
relatively labor­intensive sectors to contract; and

4. a possible bias in technical change against agriculture.

The two demand­side influences identified operate solely through
relative commodity prices which have not been attempted to explain in
this study. Our attention is focused on the proximate determinants of
agriculture’s share: relative output prices; relative factor endowments; and
bias in technical change.

The incorporation of dynamic adjustment terms based on an
adjustment cost model resulted in smaller rather than larger estimates of
the long­run price response elasticity.

The preferred single equation estimators yielded small positive own­
price supply elasticity at the sample mean and at most points in the sample,
and quite sizeable estimates at the end of the sample. Small absolute values
of the own­price elasticity are not particularly surprising, since own­price
elasticities at the aggregate level would be expected to be substantially
smaller than estimates at the individual commodity level. Nevertheless,
the very small average own­price elasticity obtained may also reflect
problems of aggregation, and the well­known tendency for time series
estimates of supply response parameters to be small in absolute value.
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A decomposition of the total decline in the share of agriculture in GDP
was undertaken using the preferred single­equation parameter estimates.
Based on these estimates, the relative price effects which have received
the most attention in the literature were found to be relatively minor
influences. With both of the models used, the decline in the price of
agricultural output relative to the price of manufactured output contributed
around ten percent of the measured decline in agriculture’s share of GDP.
The rise in the relative price of services contributed an additional 17 or 18
percent. Moreover, the mechanism through which these relative price
changes affected agriculture’s measured share of GDP was almost entirely
their effects on the value shares used in measuring GDP, rather than through
agriculture’s quantity response.

Changes in the economy’s stocks of capital and labor and a possible bias
against agriculture in technical change were found to contribute over three­
quarters of the total decline in the share of agriculture in the Indian economy.
In one of the models used for the decomposition, a trend term for bias in
technical change was retained despite an apparent lack of statistical
significance because of the possibility that the standard error on this variable
was overestimated. In this model, the bias in technical change was found to
be an extremely important influence, accounting for almost half of the
measured decline. When this variable was omitted because of its apparent
lack of statistical significance, the importance of the capital and labor variables
increased considerably, accounting for almost three­quarters of the observed
decline in the share of agriculture. Overall the tentative conclusion to emerge
from this exploratory study was that for India at least, supply­side influences
such as capital accumulation and technical change may be the most important
determinants of the decline in agriculture’s share of GDP. Demand­side
factors operating through relative commodity prices, seem to be much less
important. This conclusion has major implications for policies for economic
development and structural change and suggests the need for reorientation
of agriculture’s role in economic development towards supply­side influences
of factor accumulation and technical change.
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